Pond Creek Hypothesis testing example
Question:  Has the mean of peak flows increased in the second period of record

Data:

First period

X1=[2000 1740 1460 2060 1530 1590 1690 1420 1330 607 1380 1660];

X2=[2290 2590 3260 2490 3080 2520 3360 8020 4310 4380 3220 4320];  
mean(X1)

mean(X2)

std(X1)

std(X2)  

The means seem rather different, but are the differences due to sampling error?

1. Null hypothesis H0:  (1=(2.

2. Alternative hypothesis H1:  (2>(1.

3. Test statistic
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   (Equation 5.4.10)

With H0, (1=(2.this simplifies to
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4.  Sampling distribution.  Under the assumptions given on page 264 the test statistic is t distributed with degrees of freedom
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5. Select (=0.01.  The rejection region is therefore R: Pr(T(R)=(.  R is defined by T:FT(T,()>1-( where FT(T,() is the CDF of the t distribution with ( degrees of freedom, i.e. 
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6.  Evaluating

S1=std(X1)

n1=length(X1)

S2=std(X2)

n2=length(X2)

v=(S1^2/n1+S2^2/n2)^2/(((S1^2)/n1)^2/(n1-1)+((S2^2)/n2)^2/(n2-1))  
X1bar=mean(X1);

X2bar=mean(X2);

T=(X2bar-X1bar)/sqrt(S1^2/n1+S2^2/n2)

a=0.01;

tinv(1-a,v)  
Because 
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 the null hypothesis is rejected and we "accept" the alternate hypothesis that the mean has increased.
P Values
The preceding was a fixed level test.  The critical region was defined for a specific value of (.  Any test statistic that falls in this region results in rejection of the null hypothesis at that ( level.  There is a limitation and arbitrariness associated with reporting only whether a result achieved the specific ( (e.g. 0.05) level of significance. Was a result just barely significant or wildly so? Would data that were significant at the 0.05 level be significant at the 0.01 level? At the 0.001 level? Even if the result are wildly statistically significant, is the effect large enough to be of any practical importance? 

The observed significance level (or P value) reports the smallest fixed level at which the the null hypothesis can be rejected. If your personal fixed level is greater than or equal to the P value, you would reject the null hypothesis. If your personal fixed level is less than to the P value, you would fail to reject the null hypothesis. For example, if a P value is 0.027, the results are significant for all fixed levels greater than 0.027 (such as 0.05) and not significant for all fixed levels less than 0.027 (such as 0.01). A person who uses the 0.05 level would reject the null hypothesis while a person who uses the 0.01 level would fail to reject it. 

A P value is often described as the probability of seeing results as or more extreme as those actually observed if the null hypothesis were true.  For more on P values, see http://www.tufts.edu/~gdallal/pval.htm from where the above was adapted.
In the example above the P value is evaluated as Pr(T>t)=1-Pr(T<t)=1-FT(T,()
p=1-tcdf(T,v)  
What if we had fewer X2 data values

X1=[2000 1740 1460 2060 1530 1590 1690 1420 1330 607 1380 1660];

X2=[2290 2590 3260 ] %2490 3080 2520 3360 8020 4310 4380 3220 4320];  

S1=std(X1);

n1=length(X1);

S2=std(X2);

n2=length(X2)

v=(S1^2/n1+S2^2/n2)^2/(((S1^2)/n1)^2/(n1-1)+((S2^2)/n2)^2/(n2-1))  

X1bar=mean(X1);

X2bar=mean(X2);

T=(X2bar-X1bar)/sqrt(S1^2/n1+S2^2/n2)

a=0.01;

tinv(1-a,v)  

p=1-tcdf(T,v)  
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