CEE6110 Probabilistic and Statistical Methods in Engineering

Homework 6.  Non Parametric Density Estimation and Model Estimation and Testing
Due Oct 25, 2006
Objective.  Gain experience using nonparametric kernel density estimation methods.  Gain experience in interval estimation and hypothesis testing.
Readings:

· Silverman chapters 1-3.

· Appendix from Tarboton, D. G., (1994), "The Source Hydrology of Severe Sustained Drought in the Southwestern United States," Journal of Hydrology, 161: 31-69.
Kottegoda and Rosso (KR) chapter 5.

· Sections 5.1-5.4 (p 239-271)

· Section 5.5.5 on Rank Correlation coefficient (p280-281)

· Section 5.6 on Goodness of fit tests (p283-295)

· Section 5.8 on probability plots 5.8.1-5.8.4 (p309-317).  In this section I believe that equation 5.8.5 is incorrect and should be replaced by 
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.  See for example Vogel, R., (1986), "The Probability Plot Correlation Coefficient Test for the Normal, Lognormal and Gumbel Distributional Hypotheses," Water Resouces Research, 22(4): 587-590. (http://ase.tufts.edu/cee/faculty/vogel/probability1986.pdf)

Assignment

1. Kernel density estimation.  Use the data 'Bear_datasets_month.txt' (linked on the web site) used in previous homework's.  For the precipitation data from the month of your birthday do the following.

a)  Plot a figure that shows the histogram, individual data values (as dots) and kernel pdf estimated using the matlab ksdensity function with 'normal' kernel.  Report the bandwidth that matlab used and compare this value to the values that would be obtained using Silverman equations 3.28 to 3.31 (Silverman pages 45-49).  

b)  Plot a figure that shows the kernel pdf obtained in (a) together with kernel pdf with bandwidth equal to 0.5 and 1.5 times the bandwidth from (a).  Comment on the differences.  Indicate which you think fits the data better.

c)  Plot a figure that shows the histogram, individual data values (as dots) and kernel pdf estimated using the variable bandwidth approach described in the Appendix of Tarboton (1994).  (This is a method based on ideas in Silverman). 
d)  Develop a matlab function to evaluate the least squares cross validation (LSCV) score defined in Silverman equation 3.35 (page 49) for a fixed bandwidth normal (gaussian) kernel.  Evaluate and plot this score for a range of bandwidth h values between 0.20 and 1.5 times the bandwidth that matlab used in (a).  Report the bandwidth, h, for which the LSCV score is minimum.

e)  Plot a figure that shows the kernel pdf estimated using this bandwidth.  Comment on which kernel pdf seems to overall fit the data best.  
f)  Plot a figure that shows the best fitting parametric pdf from question 6 and best kernel pdf estimate from question 7.  Comment on the overall comparison between parametric and non parametric density estimates.  

2. KR problem 5.2 (Data in file E.1.2.xls)
3. KR problem 5.5

4. KR problem 5.10 (Data in file E.5.8.xls)
5. KR problem 5.18

6. Evaluate the goodness of fit for the probability distribution that you fit to a month's rainfall data in homework 4 using the Chi-Squared test and Kolmogorov-Smirnov test.  For each test report the P value and indicate whether the null hypothesis that the data is from the distribution that you fit would be accepted or rejected at the 0.05 level.  
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