CEE6110 Probabilistic and Statistical Methods in Engineering

Homework 5.  Probability Distributions
Due Oct 9, 2006
Objective.  Gain experience selecting and fitting probability distributions to data and solving problems involving probability distributions
Readings:

· Kottegoda and Rosso (KR) chapter 4.
· Matlab Statistics Toolbox Users Guide, chapter 2 on "Probability distributions" (pages 2-1 to 2-99:  http://www.mathworks.com/access/helpdesk/help/pdf_doc/stats/stats.pdf  

Assignment

1. KR problem 4.3
2. KR problem 4.4

3. KR problem 4.20
4. KR problem 4.25
5. KR problem 4.27
6. KR problem 4.28

7. The file 'Bear_datasets_month.txt' (linked on the web site) used in homework 2 contains precipitation, temperature and wind data over the Bear River Watershed extracted from the data compiled by Maurer, E. P., A. W. Wood, J. C. Adam, D. P. Lettenmaier and B. Nijssen, (2002), "A Long-Term Hydrologically Based Dataset of Land Surface Fluxes and States for the Conterminous United States," Journal of Climate, 15: 3237-3251. 
a)  For the month of your birthday fit each of the following distributions to the monthly precipitation data 

· Exponential

· Gamma (2 parameter)

· Weibull (2 parameter)

· Normal

· Lognormal (2 parameter)

(You may use either the method of moments, or maximum likelihood, whichever you prefer)

Plot a figure that shows the histogram and pdf of these distributions.
b) For the month you are working with rank the data (from smallest to largest) and prepare a Q-Q plot (see preliminary data analysis powerpoint slides and chapter 1) for each fitted distribution.  The ranked data are denoted qi. The empirical CDF value pi associated with the each ranked data point qi should be estimated as 
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  (This is the Weibull plotting position – not to be confused with the Weibull distribution and is preferable to the i/n empirical cumulative frequency calculations done in chapter 1).  The theoretical quantile from each fitted distribution is then estimates as 
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 using the inverse cdf for the distribution involved.  The Q-Q plot is then a plot of qi on the x axis versus 
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 on the y axis.  You should end up with 5 Q-Q plots, one for each distribution.  The straightness of the plotted data gives you an indication of goodness of fit.  

c)  Compute the "correlation" coefficient for each Q-Q plot.  
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This is actually the Filliben correlation coefficient goodness of fit measure (discussed in chapter 5).  
d)  Review your results for (a), (b), and (c) and comment on which parametric distribution fits the data best.
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