CEE6110 Probabilistic and Statistical Methods in Engineering

Homework 10.  Local Regression
Due Dec 8, 2006
Objective.  To gain experience in the use of local regression to approximate nonlinear functions.  

Readings:  Hastie, Tibshirani and Friedman, 2001, Chapters 1, 2, 3 and 6.
Assignment

Use the Great Salt Lake data from previous homework in the file gsldata.xls.  The response variable should be change in lake volume calculated as the end of year volume (column K) minus beginning of year volume (column J).  Use Bear River Streamflow (column G) as a single explanatory variable.  
1. Develop a one dimensional kernel smoothing function to predict Great Salt Lake volume change as a function of Bear River Streamflow.  Use an Epanechnikov kernel with window widths ( equal to 0.3 and 0.6 times the range of input streamflow values.  
a) Plot your results (data and smoothing functions) comparing them to global linear regression.  

b) Report the residual mean square error for each of the kernel smoothing functions and linear regression.
c) Report your estimated volume change for input Bear River Streamflow equal to 0.75 x 109 and 2 x 109 m3 for each of the kernel smoothing functions. 

2. Develop a one dimensional local linear regression function to predict Great Salt Lake volume change as a function of Bear River Streamflow.  Use an Epanechnikov kernel with window widths ( equal to 0.3 and 0.6 times the range of input streamflow values.  

a) Plot your results (data and local regression functions) comparing them to global linear regression.  

b) Report the residual mean square error for each of the local linear regressions and the global linear regression.

c) Report your estimated volume change for input Bear River Streamflow equal to 0.75 x 109 and 2 x 109 m3 for each of the local linear regression functions. 

d) Plot the equivalent kernel weights (similar to Hastie et al, figure 6.4) with kernel window width equal to 0.3 times the range of input streamflow values for input Bear River Streamflow equal to 0.75 x 109 and 2 x 109 m3. 
3. Use K-fold cross validation to determine the optimal Epanechnikov kernel window width ( for predicting Great Salt Lake volume change as a function of Bear River Streamflow volume.  
a) For K=5 and a range of ( from 0.5 to 1 (in increments of 0.05) times the range of input streamflow values plot the cross validation estimate of mean square error versus (.  [Note that if ( becomes too small one can end up with no training points in the domain spanned by the kernel centered on the test point resulting in ill conditioned matrices and failure of the local regression.]
b) Report the ( that minimizes the cross validation estimate of mean square error.  For the optimal (, plot your results (data and optimal local linear regression function) comparing them to linear regression.  

c) Report the residual mean square error for the optimal (.  Explain any differences between this and the cross validation mean square error estimate obtained in a).

d) Report your estimated volume change for input Bear River Streamflow equal to 0.75 x 109 and 2 x 109 m3 for the local linear regression with smoothing parameter from cross validation.
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